Diffusive and Subdiffusive Spin Transport in the Ergodic Phase of a Many-Body Localizable System
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We study high temperature spin transport in a disordered Heisenberg chain in the ergodic regime. By employing a density matrix renormalization group technique for the study of the stationary states of the boundary-driven Lindblad equation we are able to study extremely large systems (400 spins). We find both a diffusive and a subdiffusive phase depending on the strength of the disorder and on the anisotropy parameter of the Heisenberg chain. Studying finite-size effects, we show numerically and theoretically that a very large crossover length exists that controls the passage of a clean-system dominated dynamics to one observed in the thermodynamic limit. Such a large length scale, being larger than the sizes studied before, explains previous conflicting results. We also predict spatial profiles of magnetization in steady states of generic nondiffusive systems.
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Introduction.—There are ever increasing technological capabilities in simulating isolated quantum systems through cold atomic gases [1] and, recently, through coupled, controlled superconducting qubits [2]. While there is a commensurately good theoretical handle on capturing ground state properties of such systems [3], understanding their dynamical properties, especially away from the ground state, is fraught with analytical and numerical challenges.

Despite this, in the recent years we have witnessed a change in paradigm in the study of isolated quantum systems, in particular with regard to the role that disorder plays in such systems. The turning point came about from the study of Anderson localization [4] in interacting, many-body quantum systems [5]. The observation that disorder and quantum effects can hinder transport (of energy, charge or spin) even at an infinite temperature and in the presence of interactions [6] opened the door to a new phenomenology of a so-called many-body localized (MBL) phase exhibiting many unique and interesting properties. Slow growth of entanglement [7,8], emergent integrability [9], protection of symmetries [10], and change in the properties of eigenstates [11–13] are a few of the peculiar properties of this newly identified phase; see review [14] for a comprehensive list. The implications of the new MBL physics, being inherently robust, are far reaching, going from fundamental physics to the theory of quantum computation [15], some of which have already been experimentally probed [16].

While the deep MBL region (in one dimensional systems) is well understood, much remains to be said about the conducting regime and the transition to it. Although both aspects are important, here we focus on characterizing the conducting phase, in particular its transport properties, in, what is by now, an archetypal model that harbors the MBL phase, i.e., the one dimensional anisotropic Heisenberg model.

Generic arguments and numerical evidence on very small systems (about 20 spins) have been put forward for the existence of subdiffusive transport of spin [17–20] and energy [18,21,22]. A number of recent works have analyzed its spin transport properties in the ergodic phase, finding different results. Applications of numerical renormalization group recipes [18,21] (which should be valid in some region preceding the MBL transition) find a subdiffusive phase for energy and spin transport, with continuously changing subdiffusion exponents. Numerical calculations (on small systems) find either (i) a subdiffusive regime close to the MBL transition preceded, at smaller disorder, by a transition to diffusion [19], or (ii) a subdiffusive regime all the way to zero disorder without a sharp transition in between [20].

In this Letter, we resolve the issue by clearly demonstrating the existence of both a diffusive and a subdiffusive regime within the ergodic phase; in so doing we identify the transition point (its value being different from previous claims), and provide an explanation for the finite-size effects in terms of a mechanism for equilibration of the conserved quantities of the integrable clean model [23]. Which regime occurs depends both on the anisotropy parameter of the clean system and on the disorder strength. The phase diagram summarizing these points is shown in Fig. 1.

We study spin transport by coupling the system to a combination of injecting and absorbing reservoirs using the Lindblad equation [24], see, e.g., Refs. [25–27]. Using time-dependent density matrix renormalization group (t-DMRG) to study nonequilibrium steady state (NESS), in particular the scaling of spin current with system size, we...
are able to reach considerably larger systems of up to $L = 400$ spins, allowing us to study all the length scales involved in the problem. We find that a crossover scale $L_c$ determines up to which size the system will behave like its clean counterpart, while for $L \gg L_c$ the disorder becomes relevant and the thermodynamic limit (TDL) is achieved. We present a theoretical explanation of $L_c$, based on a weak-disorder perturbation theory for the quasiparticles of the model in the high temperature ergodic phase. At a critical disorder strength $h_{c2}$ there is a transition from diffusive to subdiffusive spin transport. Black circles with error bars denote $h_{c2}$ determined from the steady-state current scaling $j \sim 1/L^\gamma$ in large systems ($L \approx 400$ sites, see Fig. 2). The underlying colors are for illustrative purposes and denote $\gamma$ obtained from small systems $L \leq 7$, which, nevertheless, correctly depicts the two regimes, except close to $h = 0$ and $\Delta = 0$.

![Phase diagram of a disordered anisotropic Heisenberg model in the high temperature ergodic phase. At a critical disorder strength $h_{c2}$ there is a transition from diffusive to subdiffusive spin transport.](image)

FIG. 1. Phase diagram of a disordered anisotropic Heisenberg model in the high temperature ergodic phase. At a critical disorder strength $h_{c2}$ there is a transition from diffusive to subdiffusive spin transport. Black circles with error bars denote $h_{c2}$ determined from the steady-state current scaling $j \sim 1/L^\gamma$ in large systems ($L \approx 400$ sites, see Fig. 2). The underlying colors are for illustrative purposes and denote $\gamma$ obtained from small systems $L \leq 7$, which, nevertheless, correctly depicts the two regimes, except close to $h = 0$ and $\Delta = 0$. Rigorous bound [30] on the ballistic transport for $\Delta < 1$. At the isotropic point $\Delta = 1$ numerical results show [31,32] superdiffusive transport (faster than diffusive, but slower than ballistic), supported also by classical correlations [33]. An independent indication for superdiffusive transport at $\Delta = 1$ is also arrived at from observing the behavior for slightly smaller or larger $\Delta$. In the limit $\Delta \to 1^-$ there is a prevailing opinion [34] that at $\Delta = 1$ the Drude weight is zero (i.e., slower than ballistic transport). On the other hand, in the gapped phase $\Delta > 1$ numerics indicates diffusive transport, with the diffusion constant rapidly increasing (diverging) [31,35] as $\Delta \to 1^+$.

Nonzero disorder $h$ breaks integrability, with even less reliable transport results existing. In this Letter, we shall focus on the regime below the MBL transition point which occurs at $h_{c3}(\Delta = 1) \approx 3.7$ [6,12]. Our goal is to mimic, through numerical simulation, what an experimentalist would do to measure transport: we couple the system at its two ends to “magnetization” reservoirs that induce a NESS carrying spin current. Concretely, we use the Lindblad master equation [24] describing Markovian evolution of the system’s density matrix,

$$d\rho/dt = i[\rho, H_{\text{XXZ}}] + \frac{1}{4} \sum_{k=1}^{4} \left( [L_k \rho, L_k^\dagger] + [L_k^\dagger, \rho L_k] \right),$$

where Lindblad operators $L_k$ effectively account for generic magnetization driving by two “baths”, and are $L_1 = \sqrt{1 + \mu \sigma_1^x}$, $L_2 = \sqrt{1 - \mu \sigma_1^x}$ at the left end, and $L_3 = \sqrt{1 - \mu \sigma_1^x}$, $L_4 = \sqrt{1 + \mu \sigma_1^x}$ at the right end, $\sigma_1^x = (\sigma_1^+ + i \sigma_1^-)/2$. Provided there is an asymmetry in driving between the two ends, i.e., $\mu \neq 0$, a nonzero steady-state current is induced. We remark that, while a microscopic derivation [36] of such a driving might be difficult in a condensed-matter context, our approach is rather pragmatic: in a generic nonintegrable system such as ours details of a boundary driving should not matter for the bulk physics. Also, at long times in NESS possible non-Markovian effects should not be important. Therefore, the results that we obtain for the bulk are independent of the details of the driving.

For our choice (1) the NESS $\rho_\infty$ is always unique and therefore any initial state $\rho(0)$ eventually converges to $\rho_\infty$, $\lim_{t \to \infty} \rho(t) = \rho_\infty$. For zero (equilibrium) driving, $\mu = 0$, the steady state is a trivial infinite temperature state $\rho_\infty(\mu = 0) \sim 1$. We will always use small driving $\mu = 0.001$, meaning that our $\rho_\infty$ is always close to the identity, in other words, we are in a linear response regime (see Ref. [37] for data) and at infinite temperature. Current of a conserved quantity is defined by a commutator with a local Hamiltonian density (such that the continuity equation holds, $\dot{s}_k^z = j_k - j_{k-1}$), which for the spin current leads to $j_k = s_k^z s_{k+1}^z - s_k^z s_{k-1}^z$. Our central quantity is the expectation value of $j_k$ in the NESS, $\langle j_k \rangle_{\rho_\infty}$, which, is, due to stationarity, also independent of site index $k$ and will be...
denoted simply by \( j \). The Lindblad driving that we use is in a way the simplest one that will induce a nonzero spin current while at the same time the disorder-averaged energy current is zero. Therefore, we are able to focus exclusively on spin transport. Note that by an antisymmetric disorder with \( h_k = -h_{L+1-k} \) we can achieve that the NESS energy current is zero for each disorder realization, which though leads to the same results for large \( L \) [37].

**Current scaling.**—For each disorder realization we solve the Lindblad equation for the NESS \( \rho_\infty \) using a \( t \)-DMRG method, simulating time evolution \( \rho(t) \) until the state converges to \( \rho_\infty \) (for \( L \leq 8 \) we also used exact diagonalization). We can reach systems with up to \( L = 400 \) sites [38], thereby revealing new interesting physics. Details of our \( t \)-DMRG implementation can be found in Ref. [26]; for numerical parameters, see Ref. [37].

We perform ensemble averaging of the NESS spin current \( j \) to obtain the average current, which is our main quantity of interest. The disorder sample size \( M \) is chosen for each \( h \) and \( \Delta \) such that the estimated statistical uncertainty \( \sigma(j)/\sqrt{M} \), where \( \sigma(j) \) is standard deviation of the NESS current, is \( \approx 2\% \) or less. For an example of \( \sigma(j) \), see Fig. 2.

We have also studied the whole NESS spin current probability distribution \( p(j) \) for our disorder ensemble, finding that for small \( h \) (e.g., \( h = 0.5 \)) it is well described by a Gaussian, while at larger \( h \) (e.g., \( h = 2 \)) it is clearly non-Gaussian, though being well described by a log-normal distribution. We also observe [37] that away from the MBL transition relative current fluctuations \( \sigma(j)/j \) go to zero in the TDL, as expected for an ergodic phase.

For \( h < h_{c3} \) we expect the average current to scale as \( j \sim 1/L^{2} \) [in the MBL phase \( h > h_{c3} \) one would instead have \( j \sim \exp(-\kappa L) \)], which is indeed borne out by numerical results. We recall that \( \gamma = 1 \) signifies a diffusive transport (and validity of a phenomenological transport law \( j = -D \nabla s^{2} \), where \( D \) is a diffusion constant), while \( \gamma > 1 \) is called subdiffusive (\( \gamma \rightarrow \infty \) signifying localization, e.g., for \( h \geq h_{c3} \), and \( \gamma < 1 \) is a superdiffusive transport (\( \gamma = 0 \) being ballistic). All other scaling exponents can be expressed in terms of \( \gamma \), provided there is only one scaling exponent. Scaling \( j \sim 1/L^{\gamma} \) implies that a finite-size diffusion constant goes as \( D \sim L^{1-\gamma} \), while the current autocorrelation function decays as \( C_{jj} = \langle j(t)j(0) \rangle \sim 1/t^{\eta} \) with \( \eta = 2\gamma/(1+\gamma) \). Assuming the variance of initial inhomogeneities to grow as \( \langle x^{2} \rangle_c \sim t^{2\beta} \), meaning that an excitation needs time \( t \sim L^{1/\beta} \) to traverse the system, at fixed excitation density the current will scale as \( j \sim L/t \), resulting in the relation \( \beta = 1/(\gamma+1) \), which has been observed in a number of classical systems [39]. Spin autocorrelation function in turn scales as \( C_{\Delta}(t) \sim 1/t^{\Delta} \) at long times and, using the continuity equation in momentum space, the low-frequency conductivity will in turn scale as \( \sigma(\omega) \sim \omega^{\alpha} \) with \( \alpha = (\gamma - 1)/(\gamma + 1) \).

From data for the average current [Fig. 2(a)] we can extract the scaling exponent \( \gamma \) and plot it as a function of \( \Delta \) [Fig. 2(b)]. At the isotropic point \( \Delta = 1 \) (i) we find a transition from subdiffusive (for \( h > h_{c2} \)) to diffusive transport at \( h_{c2} \approx 0.55 \) (for more precise data, see Ref. [37]), and (ii) there is another transition at \( h_{c1} = 0 \) at which spin transport in the TDL goes discontinuously from diffusive to superdiffusive \( \gamma = 0.5 \) [31,32].

Repeating the analysis for \( \Delta \neq 1 \) [37] we find at \( \Delta = 1.2 \) and the smallest \( h = 0.05 \) considered that \( \gamma = 1.01 \pm 0.01 \), and therefore determine \( h_{c2}(\Delta = 1.2) \lesssim 0.05 \). On the other hand, varying \( \Delta \) at fixed \( h = 0.1, 0.25, 0.4 \), we find transition points at critical \( \Delta \) equal to \( \approx 1.05, 1.12, 1.07 \), respectively, decreasing as \( h \rightarrow 0 \). We therefore conclude that the phase line likely connects to the point \( \Delta = 1, h = 0 \) (see Fig. 1). In the gapped phase \( \Delta > 1 \), where the clean model displays spin diffusion at high temperature (although higher current moments seem to have a non-diffusive scaling [40]), a very weak disorder suffices for the onset of subdiffusion. For \( \Delta = 0.5 \) the transition point is \( h_{c2}(\Delta = 0.5) \approx 0.60 \), while for \( \Delta = 0.3 \) it is \( h_{c2}(\Delta = 0.3) \approx 0.45 \), and therefore decreases for weak
interactions. The limit of small interactions $\Delta \to 0^+$, where one approaches a singular Anderson regime in which both diffusion and subdiffusion cease [4], is rather interesting. The scattering length due to small interactions scales as $\xi_A \sim 1/\Delta^2$, while the Anderson localization length is $\xi_A \sim 1/h^\delta$. Therefore, a necessary condition to see diffusion is $\xi_A \sim \xi_A$, i.e., $\Delta \gtrsim h$ (dashed line in Fig. 1). Note that the $\Delta \to 0^+$ limit and the TDL do not commute.

In our simulations we also obtain NESS magnetization profiles $\langle s_k \rangle$. We constructed a heuristic theory, accounting for length-dependent diffusion constants when $\gamma \neq 1$, explaining the observed magnetization profiles, even for finite $L$ that are not yet in the TDL; for details, see Ref. [37].

Weak disorder.—Here, we shall be interested in the regime $h < h_{c2}$. We have seen in Fig. 2 that the transition from subdiffusive to diffusive spin transport happens at a relatively small disorder strength. In addition, for even smaller $h < h_{c2}$ the asymptotic scaling $j \sim 1/L$ is reached only at a sufficiently large $L \gg L_*$, with $L_*$ increasing with decreasing $h$. For instance, at $h = 0.1$ even $L = 300$ is not yet completely in the asymptotic diffusive regime. Therefore, for small $h$ there is a nontrivial characteristic length scale $L_*$ below which transport will appear to be superdiffusive (similar to the clean anomalous $j \sim 1/L^{0.5}$ scaling) while for $L > L_*$ one eventually starts to see diffusion.

In Fig. 3 we show data for $\Delta = 1$ and small $h \leq 0.25$, scaling the horizontal axis (system size) by $L_0 \sim 1/\sqrt{h}$, that is, using a scaling variable $x := \sqrt{L}h^{0.5}$. In addition, scaling the vertical axis by $h^{2/3}$ we can achieve a collapse of all points on a single scaling curve $j \sim h^{-\delta} f(Lh^{0.5})$, with the best empirical scaling exponents being $\nu \approx 1.33$ and $\delta \approx 0.66$. Because diffusive transport implies $f(x) \sim 1/x$, the diffusion constant diverges at small disorder as $D \sim 1/h^\delta$. We note that $\delta$ and $\nu$ are not independent: for small values of disorder one should recover an $h$-independent behavior of the clean isotropic model $j \sim 1/\sqrt{L} = h^{\nu/2}/\sqrt{x}$, leading to $\nu/2 = \nu - \delta$. Importantly, one can see that the asymptotic diffusive spin transport is observed only for $L \gtrsim 20/h^{1.33}$ (equal to $\approx 45$ sites even at $h = h_{c2}$), explaining why previous studies (limited to $L \lesssim 30$) either could not see diffusion at small $h$, or made an incorrect prediction for $h_{c2}$. In the inset of Fig. 3 we show the scaling of the diffusion constant with $h$ as determined by independently fitting $j(L)$ with $j \sim D/L$, obtaining the same $\delta = 0.66 \pm 0.1$.

Let us now theoretically explain the obtained scaling exponent $\nu$. At small disorder we can consider the excitations of the clean, integrable system, as almost freely propagating, except for a few scattering over the disorder. The motion of these excitations can be summarized in a law propagating, except for a few scattering over the disorder. Taking ballistic transport is faster than the diffusive one induced by disorder (the quantity is self-averaging in the large $L$ limit anyway), and passing from the sum to the integral we find $(\nu/\tau_k) = (\hbar^2/24J)(1/\sqrt{1 - \epsilon^2/4J^2})$. In the middle of the spectrum $\epsilon = 0$, and so we have $\tau \sim J/\hbar^2$. Then, using $\sim \sqrt{h}$, we can predict that $L_* \sim 1/\hbar^{2\beta}$, and taking the anomalous superdiffusion exponent $\beta = \frac{\delta}{2}$, one obtains $\nu = 2\beta = \frac{\delta}{2} \approx 1.33$. In Fig. 3 we can see that the optimal exponents with which we scaled both axes agree within numerical precision with the predicted $\nu \approx 1.33$ and $\nu - \delta \approx 0.66$.

The above argument can also be used to predict the scaling exponent $\nu$ for $\Delta < 1$, where again the clean transport is faster than the diffusive one induced by disorder. Taking ballistic $\beta = 1$ results in $\nu = 2$, i.e., $L_* \sim 1/\hbar^{2\beta}$ for small $h$. This prediction is confirmed by numerics [37]. Understandably, compared to the isotropic model, adding disorder to a ballistic model one will need larger systems to eventually see diffusion, or, equivalently, for a system of fixed length $L$ larger disorder is needed to bring in diffusion. We also numerically determined the exponent $\delta$ of the diffusion constant’s divergence, obtaining $\delta = 1.4 \pm 0.1$ for $\Delta = 0.8$, while $\delta = 1.8 \pm 0.2$ at $\Delta = 0.5$ [37]. For $\Delta > 1$ physics of $L_*$ is different because one has a competition of two equally fast (diffusive) transport channels, a scattering due to interaction in a clean system and a scattering due to disorder. For sufficiently small disorder the clean diffusive mode always dominates, leading to $\nu = 0$ [37].

Conclusions.—We studied the nonequilibrium steady-state spin current at infinite temperature in the disordered
Heisenberg chain with boundary drives. The fact that we are able to simulate transport dynamics in system sizes up to $L = 400$ unveiled a critical length scale $L_c$ in the ergodic phase of the many-body localizable spin chain, above which the disorder acts as a relevant perturbation to the phase of the many-body localizable spin chain, above $L < L_c$ the system pretends to be the clean system in its transport dynamics. In particular, at the isotropic point a finite critical disorder strength separates the diffusive and subdiffusive regimes of spin transport. In the gapped phase $\Delta > 1$ we find that this critical disorder strength rapidly decreases, making a diffusive system very unstable to disorder, immediately leading to subdiffusion. We may understand breaking of integrability upon the introduction of disorder primarily as being due to scattering of excitations rather than dephasing, explaining the obtained dynamical scaling exponents. We also propose a shape of the steady-state magnetization profiles in non-diffusive systems. Our approach using the time-dependent density matrix renormalization group unveils a more comprehensive methodology to studying transport properties in disordered systems, offering an exciting tool to study transport of many quantities and different models.
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[38] Such large systems may be simulated only for smallest disorder $h$, but even for $h$ around $h_c^2$ we can simulate much larger systems than with other methods. The efficiency of $t$-DMRG decreases at large $h$, particularly close to the MBL transition, because the Liouvillian gap gets very small, thereby prolonging relaxation to $\rho_\infty$; see, e.g., M. Žnidarič, Phys. Rev. E 92, 042143 (2015).